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Abstract—In this paper, the co-design of the clock and power
delivery networks is proposed for ultra-low power IoT appli-
cations operating in sub-threshold. A distributed, multi-voltage
domain and hierarchical power distribution network is proposed
to deliver current to the clock buffers, registers, and combina-
tional circuits in local clock distribution networks. The variation
of the clock skew, setup time, hold time, and clock-to-q delay are
analyzed under process and supply voltage variation. The effect
on timing due to supply and process variation is analyzed for a
target operating voltage and frequency of, respectively, 250 mV
and 2 MHz in a 130 nm CMOS technology. The minimum clock
period, skew, and insertion delay are reduced to, respectively,
0.74×, 0.52×, and 0.79× when optimized sub-threshold buffers are
implemented, as compared and normalized to a clock network
that includes non-optimized buffers. In addition, the co-designed
clock and power networks were resilient to as much as 10%
variation in the supply voltage when the proposed multi-voltage
domain and distributed power distribution network is used with
the optimized clock buffers.

Index Terms—sub-threshold computing, clock buffers, clock
distribution, distributed power delivery, power supply variation,
process variation, ultra-low power computation

I. Introduction
Energy efficiency and ultra-low power consumption have

become key requirements for many battery operated internet of
things (IoT) applications. For circuits implemented for remote
IoT and sensing applications with limited charging and battery
capabilities, ultra-low power consumption and robust operation
are highly desired, while operating speed is not as critical.
Therefore, ultra-low power circuits are beneficial for IoT
applications to reduce power consumption for computation,
while improving portability and cost by extending the battery
lifetime.

One of the primary methods to reduce power consump-
tion and increase energy efficiency is through supply voltage
scaling, where sub- and near-threshold circuits provide the
optimum power-delay point [1–4] and minimum energy point
[1,5,6]. Prior research on sub-threshold (sub-Vt) logic and
memory circuits has shown proper functionality and high
energy-efficiency at voltages equal to or less than 350 mV
[1]. For example, an FIR filter has been designed to operate
at 85 mV and 240 Hz in a 130 nm technology [7]. A sub-Vt

processor was implemented for sensor networks in a 130 nm
technology with a 130 mV supply voltage, while consuming
11 nW [8]. A sub-Vt SoC was implemented in a 130 nm
technology for wireless electrocardiogram (ECG) monitoring
with a 280 mV supply, while consuming 2.6 µW of power [9].
In addition, an adaptive 32b sub-Vt processor was implemented
that dissipates 27.2 pJ per instruction, while operating at 325
mV [10]. In the work described in this paper, through SPICE

analysis of an inverter, 140 mV is determined as the minimum
functional supply voltage that permits 100 KHz operation in
a 130 nm CMOS technology. Despite extensive research on
developing cores and memories for sub-threshold computing,
the analysis of power and clock delivery and the interaction
between the power and clock networks at voltages less than
350 mV has not been addressed by the research community.

In this paper, clock-power co-design is proposed for deep
sub-threshold circuits operating at 250 mV. A distributed,
multi-voltage domain, and hierarchical power distribution net-
work (PDN) is proposed to deliver power to the components
of the sub-threshold clock distribution network. The skew
variation and timing conditions of the circuit are evaluated for
both a conventional single domain power distribution network
and the proposed distributed, multi-domain, and hierarchical
power distribution network. In addition, the negative impacts
of power supply noise on skew variation and timing are
characterized for a sub-threshold voltage of 250 mV by using
both conventional and optimized clock buffers.

The key contributions of this paper are 1) the use of separate
power domains for logic, register, and buffer PDNs to improve
robustness to power supply noise at sub-threshold, 2) clock-
power co-design for sub-threshold operation at 250 mV, and
3) distributed and variable voltage local clock distribution
networks (for clock buffers) to improve noise immunity at sub-
threshold, where optimized buffers are used for sub-threshold
operation.

The rest of the paper is organized as follows: The challenges
of sub-threshold power and clock distribution are discussed in
Section II. The proposed clock-power co-design methodology
is presented in Section III-A. The selection of the voltage
regulator topology to optimize the energy efficiency of the
circuit is discussed in Section III-B. Simulation results are de-
scribed in Section IV. Some concluding remarks are provided
in Section V.

II. Challenges of Sub-Threshold Power and Clock
Distribution

Sub-threshold operation imposes some fundamental chal-
lenges, including a reduced Ion/Io f f ratio of the transistors
and increased sensitivity to random dopant fluctuation, which
degrades robustness to noise and increases threshold voltage
variation. Due to an exponential relationship between the
transistor gate to source voltage VGS , drain to source voltage
VDS , and threshold voltage Vt with the drain current in sub-
threshold, a significant degradation in the delay is possible
for a 5% variation in the supply voltage (assuming a 250
mV supply). Therefore, the impact of IR drop, L · di/dt
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Figure 1: Effect of supply voltage scaling on buffer and
interconnect delay.

switching noise, and process variation is much more severe
for circuits operating in sub-threshold as compared to circuits
operating at a near-threshold or nominal voltage, even though
the magnitude of transient switching noise (di/dt) in sub-
threshold circuits is smaller.

Conventionally, in super-threshold clock distribution net-
works (CDN), clock buffers are placed to mitigate clock
skew and satisfy timing constraints as the interconnect delay
is the dominant component of the total delay of a clock
signal [11,12]. However, in a sub-threshold clock distribution
network, the logic or buffer delay dominates the total delay of
a clock signal due to the significant increase in the delay of the
transistors. The primary challenges of low voltage clock dis-
tribution networks are clock uncertainty and power overhead
[13]. The various sources of clock uncertainty include clock
generation circuits, device variation, interconnect variation,
and power supply noise [13]. An exponential increase in
transistor delay and sensitivity to process, voltage, and temper-
ature (PVT) variation in sub-threshold operation imposes new
challenges to mitigate clock skew, slew, and jitter, particularly
for circuits operating at a voltage of less than 300 mV [14,15].
In addition, the drive strengths of clock buffers are reduced by
an order of magnitude in sub-threshold, which significantly
affects the skew and increases the delay. The delay of a clock
buffer and a 200 µm interconnect are characterized with SPICE
simulation in a 130 nm CMOS technology between 200 mV
and 1.2 V and the results are shown in Fig. 1. The propagation
delay of the buffer and the interconnect at a 200 mV supply
voltage is, respectively, 229 ns and 1.53 ps, which are used to
normalize all other results at higher supply voltages. Unlike
the buffer delay, the interconnect delay does not change with
supply voltage, as shown in Fig. 1. Therefore, implementing a
deeper clock network and meeting timing constraints becomes
more challenging when the clock buffers are operating in sub-
threshold [15].

Prior work has explored clock distribution networks op-
erating in sub-threshold. A clock network designed with
multiple supply voltages was proposed in [15] to reduce

clock skew, where the supply voltage was reduced to 340
mV. An unbuffered clock tree operating at 300 mV was
proposed to minimize skew, slew, and energy consumption
[14,16]. In addition, a slew aware clock tree was developed
that operates at 300 mV, where a larger and smaller slew was
implemented in, respectively, the root and leaf nodes of the
tree by dynamically controlling nodal capacitances [17,18]. A
capacitive boosting based interconnect technique was proposed
in [19] to reduce clock skew for a 400 mV supply voltage.
The use of separate power distribution networks for buffers at
different levels of the clock network was proposed to reduce
the clock jitter of high performance systems [20]. In addition, a
DC-DC converter was implemented for sub-threshold circuits
to deliver power at 250 mV [21]. However, no prior work
addressed the impact of power supply noise on the skew and
timing of the clock distribution network in sub-threshold. In
addition, clock distribution below 300 mV is not addressed in
prior work.

III. Clock-Power Co-Design for Ultra-Low
Voltage Circuits

The timing of digital circuits is dependent on the imple-
mented combinational logic and the clock distribution network
of the circuit, which includes clock buffers, global inter-
connect, and flip-flops. A subsection of a clock distribution
network is shown in Fig. 2, where all components are supplied
current through a single power distribution network. The static
and transient noise induced on the power distribution network
affect all components of the clock distribution network. Prior
research used clock data compensation techniques, where
voltage noise on the clock network is allowed to match the
peak voltage noise on the datapath [22–24]. However, the
technique is not applicable to sub-Vt clock networks due to the
significant increase in the sensitivity of the circuit to variation.

FF FF

FF FF

Noise in
power 

delivery
network

Combinational 
circuits

Clock buffer

Register

Figure 2: Noise propagation from the power supply network
to a subsection of a clock network operating in sub-Vt.

In a sub-threshold CDN, the propagation delay of the
clock buffers, combinational circuits, and flip-flops signifi-
cantly increase due to a minor voltage drop in the power
network, which affects the timing profile of the sub-threshold
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Figure 3: Circuit model of the co-designed clock-power networks.

CDN. Therefore, there is a greater and direct effect of power
supply noise on the performance and stability of the sub-
threshold clock network. In addition, local and global process
variation disproportionally affect the delay of the clock buffers,
combinational logic, and flip-flops across the circuit. At sub-
threshold voltages, process variation results in increased skew
variation and slew degradation, which causes timing failure.
Therefore, robust circuit and system level techniques are
required for sub-threshold clock distribution networks to meet
the timing requirements of the circuit under the combined
effects of power supply noise and process variation.

A. Multi-Voltage Domains and Distributed Power
Delivery for Local Clock Distribution Networks

A clock-power co-design methodology is proposed for ultra-
low voltage circuits operating in the range of 200 mV to
300 mV. For this paper, only 250 mV operation is described.
Instead of using a single power domain to deliver current to
combinational logic, registers, and clock buffers, a design time
reconfiguration of the sub-Vt power distribution network is
proposed to ensure timing constraints are met at sub-threshold
voltages. The sub-threshold PDN is implemented as a multi-
voltage domain, distributed, and hierarchical network. The
primary objectives of the co-design methodology are to 1)
improve the stability and performance of the CDN in sub-
threshold, and 2) mitigate the effects of supply noise on the
clock network.

The circuit model that includes the co-designed clock and
power networks developed to analyze the effect of power
supply noise on skew variation is shown in Fig. 3. The clock
and power networks are represented by, respectively, dashed
and solid lines. An off-chip crystal oscillator is assumed, which

drives an on-chip phase-locked loop (PLL). The PLL drives a
global clock distribution network, which is then connected to
local CDNs. The PLL is supplied current through either off-
or on-chip voltage regulators. The global clock network is
supplied current through a global PDN, which isolates noise
propagation from the switching activities of the local clock
domains, registers, and logic circuits. The synchronous circuit
blocks (e.g. flip flops), local clock buffers, and combinational
logic circuits are supplied current through separate PDNs
labeled as, respectively, Register PDN, Buffer PDN, and Logic
PDN in Fig. 3.

A DC-DC buck converter is considered for the first-stage
conversion as a switching regulator drives higher current loads
with higher efficiency as compared to linear and switched-
capacitor voltage regulators [11]. The three first-stage on-chip
voltage regulators (OCVR) supplying current to the logic,
register, and buffer circuits are labeled as, respectively, VR1
[logic], VR1 [reg], and VR1 [buffer] in Fig. 3 and convert
a battery voltage (3.3 V to 20 V) to an intermediate voltage
between 0.6 V to 1.2 V. Further details regarding the on-chip
voltage regulators is provided in Section III-B.

High-to-low level shifters (LS) are used to produce output
voltages between 0.2 V and 0.4 V [25]. The use of LS circuits
reduces the area and power overhead as a fewer number of
voltage regulators are now required to generate output voltages
between 0.2 V and 0.4 V. The input and output voltage of the
regulators and the output supply voltage of the level shifters
are controlled by the power control unit (PCU).

A distributed and multi-voltage domain power delivery sys-
tem to deliver current to two local clock distribution networks
and sub-circuits labeled as Local CDN 1 and Local CDN
2 is shown in Fig. 3. Separate power distribution networks
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are assumed for each local clock network. The local CDNs
consist of only sub-Vt clock buffers, while sub-circuit blocks
1 and 2 consist of combinational circuits, registers, gates used
for clock gating, and level shifters. However, in this paper,
the sub-circuits connected with each local CDN include only
registers and combinational logic. Each local clock domain
includes a dedicated PDN for buffers. The clock depth and
the number of implemented buffers is limited when delivering
the clock signal in sub-threshold due to more stringent timing
constraints. In addition, the sub-circuit block connected with
each local CDN includes one or two PDNs, each providing
current to combinational logic and registers through level
shifters (see Fig. 3). The output voltage of each LS is set
individually to any value between 0.2 V and 0.4 V, which
enables distributed and multi-voltage domain operation in sub-
threshold. Note that when a power domain is isolated through
a separate PDN, the respective ground network is also isolated
to ensure perfect noise isolation.

The proposed characteristics of the clock-power co-designed
circuit are 1) distributed and multi-voltage domain power
delivery to the circuits close to the clock leafs (local PDN),
where current to each local PDN is individually supplied by
an LS, 2) isolated logic, buffer, and register PDNs to reduce
the power supply noise seen by the clock buffers and registers,
where the isolated PDNs are operated with independent sub-
threshold supply voltages, 3) operating the logic, register, and
combinational logic within a local clock distribution network
at a similar sub-threshold voltage if the timing constraints and
target frequency requirements are satisfied for the maximum
noise in the supply voltage rail, 4) operating the logic, buffer,
and register PDNs associated with a local CDN in different
sub-threshold voltages for fine grained tuning between delay,
power, and noise margins, and 5) merging any two PDNs
among the three if the effect of power supply noise on the
clock network is minimal for the given circuit block, which
also reduces the design complexity.

Two scenarios are illustrated in Fig. 3: 1) local CDN 1
and sub-circuit block 1 with three separate PDNs for buffers,
logic, and registers, and 2) local CDN 2 and sub-circuit block
2, where a single PDN is used for buffers and combinational
logic and all registers are supplied current through a second
PDN. The circuit model includes both global and local on-
chip clock distribution networks. However, in this paper, the
analysis is limited to the local clock distribution network.

B. Voltage Regulator Selection for the Proposed Clock-
Power Network

In the clock-power co-designed circuit shown in Fig. 3,
three on-chip buck converters are used to generate an output
voltage of 0.6 V to isolated PDNs that supply current to the
logic, register, and buffers. The three regulators are not adding
additional power loss as the power dissipation of the switching
regulators is directly proportional to the output current for a
given input and output voltage as described by (6).

The basic circuit diagram of a switching DC-DC buck
converter is shown in Fig. 4, where MOSFETs are used as

switches Q1 and Q2 [11]. The primary components of the
power dissipation of a buck converter are the conduction loss
of the inductor given by (1), the MOSFET conduction loss on
the high-side MOSFET Q1 and low-side MOSFET Q2 given
by, respectively, (2) and (3), and the MOSFET switching loss,
which is not provided in this paper as switching losses are
highly dependent on switching frequency [26,27]. Io, IL, IQ1,
and IQ2 represent the current through, respectively, the output
node of the buck converter, the inductor L, the Q1 switch, and
the Q2 switch.

LQ1

Q2 C

IQ1

IL

IQ2

Vin Vo

Io

Figure 4: Basic circuit representation of a switching DC-DC
buck converter.

PL = I2
L · RL

≈ I2
o · RL (1)

PQ1 = I2
Q1 · RQ1

=
Vo

Vin
· I2

L · RQ1 (2)

PQ2 = I2
Q2 · RQ2

= (1 −
Vo

Vin
) · I2

L · RQ2 (3)

The total power dissipated by the MOSFET switches is given
by

PMOS = PQ1 + PQ2

PMOS = I2
L ·

(
Vo

Vin
· RQ1 + (1 −

Vo

Vin
) · RQ2

)
PMOS = I2

o · M, (4)

where M =

(
Vo

Vin
· RQ1 + (1 −

Vo

Vin
) · RQ2

)
.

The total power dissipation of the buck converter is, therefore,
given by

PBuck = PL + PMOS + Pother (5)

≈ I2
o · RL + I2

o · M

≈ I2
o (RL + M), (6)

where Vo/Vin is the output to input voltage ratio of the buck
converter, RL is the DC resistance of the inductor L, Io is
the output load current of the regulator, and RQ1 and RQ2
are the on-time drain-to-source resistances of MOSFET Q1
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and Q2, respectively. The switching loss of the MOSFETs
and the power loss due to quiescent current is represented
by Pother, which is not considered in this paper as quiescent
current is independent of output current and, as previously
mentioned, switching losses are highly dependent on switching
frequency. Ignoring Pother, the total power consumed by the
buck converter is given by (6).

Figure 5: Conversion efficiency and regulator loss of a
DC-DC buck converter that generates an output voltage of

0.6 V from input voltages of 5 V and 12 V for current loads
of 5 A and 15 A.

To further analyze the regulator loss and efficiency for vari-
ation in current demand, an industry standard switching DC-
DC buck converter (Analog Devices ADP1851) is simulated
using ADIsimPE. The converter takes an input voltage Vin in
the range of 2.75 V to 20 V and generates an output voltage
between 0.6 V and 90% of Vin, for a maximum output current
load of 25 A [28]. The buck converter is simulated with a 5
A output current load to emulate the current demand of logic,
registers, and buffers supplied current through isolated PDNs,
while a 15 A output current is used to emulate a single bulk
regulator delivering current through a single PDN to the logic,
registers, and buffers. The converter efficiency and total power
loss of the regulator is shown in Fig. 5 for output currents
between 0.01 A and 15 A, while generating an output voltage
of 0.6 V from input voltages of 5 V and 12 V. The total power
loss of the buck converter for an input voltage of 5 V (12 V)
is 0.37 W (0.26 W) and 1.4 W (1.15 W) for, respectively, a
5 A and 15 A output current load. Therefore, for similar input
and output voltages, the regulator power loss PBuck given by
(5) increases by 3.8× when the output current increases to
15 A from 5 A. However, no significant change in conversion
efficiency is observed between a regulator designed to supply
an output load current of 5 A and a regulator supplying 15 A
as the power loss of the buck converter minimally impacts the
efficiency. Therefore, using three separate buck converters for
logic, registers, and buffers does not incur additional power
loss, while maintaining a high conversion efficiency.

IV. Simulation Results
All SPICE simulations are performed in a 130 nm CMOS

technology. Characterization of the variation in the delay of

flip-flops due to process variation at different supply voltages is
described in Section IV-A. The timing characteristics of a flip-
flop operating in sub-threshold are discussed in Section IV-B.
The effect of power supply noise on the clock skew and circuit
timing is analyzed in Section IV-C.

A. Delay Variation of Flip Flops Under Supply Variation
The variation in flip-flop (FF) delay at sub-threshold volt-

ages is analyzed for three different process corners (tt, ss, and
ff ). A flip-flop topology based on transmission gates is im-
plemented and simulated in SPICE. The variation in flip-flop
parameters including setup time (ts), hold time (th), and clock-
to-q delay (tclk−to−q) is analyzed for supply voltages between
200 mV and 1.2 V, although simulation results are provided in
Fig. 6 for up to 450 mV. The average variation of the flip-flop
parameters for process corners in deep sub-threshold (250 mV)
is more than 500× greater than the variation of the parameters
in super-threshold operation (1.2 V). The average variation in
flip-flop parameters is determined by 1) taking the difference
in delay between the tt and ss case and setting the value to x, 2)
taking the difference between the tt and ff case and setting the
value to y, and 3) calculating the average variation in flip-flop
parameters as (x + y)/2. As a result, power supply noise of a
few millivolts drastically changes the timing characteristics of
flip-flops operating in sub-threshold, which, therefore, requires
a power delivery system that is robust to noise.
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Figure 6: Delay variation of a flip-flop operating in
sub-threshold.

B. Timing Constraints and Skew Variation in Sub-
Threshold Circuits

A local clock branch that includes two sequentially adjacent
flip-flops is used to model a single node of a clock distribution
network for SPICE simulation performed at 250 mV, as shown
in Fig. 7. The circuit is used to characterize the clock skew
and the effects of power supply voltage variation on the timing
of sequential circuits.

The clock insertion point is labeled as M. The interconnect
(wire in Fig. 7) impedance is represented as an equivalent π-
model to accurately represent the clock network. A 200 µm
long interconnect is used in each path. Two series connected
clock buffers (B in Fig. 7) that operate at 250 mV are inserted
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midway along each path, which splits the interconnect into
two 100 µm long segments, one before and the other after the
buffers. Four π-segments each representing 25 µm of length are
used to model each 100 µm wire segment. The flip-flops are
optimally resized to operate at 250 mV. The sheet resistance
RS of a M3 interconnect in a 130 nm technology is 0.0584 ±
0.0217 Ω/square. In addition, the capacitance per unit length
C of the interconnect is 1.8 to 2.2 pF/cm as given in the 2013
ITRS [29]. The wire width and C considered for the analysis
are, respectively, 0.2 µm and 2 pF/cm, giving a resistance
Rπ and capacitance Cπ of, respectively, 7.3 Ω/π-segment and
4.125 fF/π-segment.

The effects of power supply noise on the clock skew and
the overall timing margins are analyzed for a supply voltage
of 250 mV. If the launching and capturing registers are defined
as, respectively, m and s, then the insertion delays of the m
(tmi) and s (tsi) registers are used to calculate the clock skew
(δ), as given by (7) and (8). For the analysis in this paper,
δad justed is used, as δworst is overly pessimistic.

δworst = tsi(ss) − tmi( f f ) (7)

δad justed = [tsi(ss) − tmi( f f ) + tsi(ss) − tmi(tt)]/2 (8)
The longest (or minimum clock period) and shortest (or

race condition) path delay constraints must be met to assure
the proper timing of the circuit. The constraints to determine
the minimum clock period and to avoid a race condition are
given by, respectively, [13]

T ≥ tclk−to−q,max + tlogic,max + ts − δ, and (9)

δ < tclk−to−q,min + tlogic,min − th. (10)

D Q

Clock
source

D Q
Comb.
logic

wire

wire

wire

B

B

B

B

clkm clks

M wire

4X

R
Cπ

2
Cπ

2

Figure 7: Circuit model used to analyze the effect of supply
noise on timing.

A PDN with a single voltage domain and the proposed PDN
with up to three voltage domains are simulated to analyze
the effects of supply voltage variation on the delay of the
components of the sub-threshold clock distribution network
[13]. In addition, the typical corner is used to characterize the
setup time ts,tt, hold time th,tt, and clock-to-q delay tclk−to−q,tt

of the register, as the primary objectives of this work are to
analyze 1) the effects of power supply noise on the skew, and
2) the effect on timing due to noise induced skew variation.
The buffers are sized to produce symmetric rise and fall
times in the operating mode each is optimized for. Therefore,
two different sizing ratios are used for the nominal and sub-
threshold buffers: 1) nominal buffers include two inverters with

a PMOS width Wp of 3.6 µm and an NMOS width Wn of
1.2 µm, and 2) sub-Vt buffers include two inverters resized to
optimize the sub-threshold delay with a PMOS width Wp of
2.4 µm and an NMOS width Wn of 2.4 µm. The total area for
both the nominal and sub-threshold buffers is the same for iso-
area comparison. Note that the P/N ratio of the sub-Vt buffers
is not the ideal ratio for different process corners and voltages,
but is kept constant across all simulations, providing results
and intuition on the effect non-optimized buffers have on the
timing characteristics of the circuit. The DC behavior of the
nominal and sub-Vt inverters is shown in Fig. 8. The sub-Vt

inverter exhibits symmetric behavior at a supply voltage of 250
mV for the typical process corner, while the voltage transfer
curve (VTC) of the nominal inverter (non-optimized for sub-
threshold operation) is shifted to the right as a stronger PMOS
response is exhibited. The 25 mV (Vdd/10) shift from the sub-
Vt to nominal VTC implies an increase in the fall time of the
inverter. A chain of four inverters is simulated with nominal
and sub-Vt inverters to further characterize the delay variation
at a sub-threshold voltage of 250 mV, with results indicating
a delay of 290 ns and 204 ns, respectively.
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Figure 8: DC behavior of the nominal and sub-Vt inverters.

The optimal logic depth for circuits operating at a nominal
supply voltage is 8 FO4 delays at 3.6 GHz in a 100 nm
technology [30]. However, the logic paths of sub-threshold
circuits have much higher delay and operate at much lower
maximum frequencies. An analysis of the minimum clock
period, skew, and the timing properties of the register is
used to determine the upper bound (critical path) and lower
bound (shortest path) of the allowed delay. Therefore, the
timing requirements given by (9) and (10) are re-written as,
respectively, (11) and (12), where Tmin is the minimum allowed
clock period and tlogic is the propagation delay through the
combinational logic. The longest and shortest delay using the
nominal buffers operating in sub-threshold is determined as,
respectively, 12 FO4 and 6 FO4 for supply voltages ranging
from 200 mV to 250 mV, and for the optimized sub-Vt buffers
as 5 FO4 and 2 FO4 for the same voltage range. For the
130 nm CMOS process used in this paper, the FO4 delay at a
sub-threshold voltage of 200 mV and 250 mV is, respectively,
103.2 ns and 36.25 ns for the optimized inverter.
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tlogic,critical ≤ Tmin + δad justed − tclk−to−q,tt − ts,tt (11)

tlogic,shortest > δad justed − tclk−to−q,tt + th,tt (12)

C. Sensitivity of Clock Network to Power Supply
Variation

The effect of up to ±10% power supply variation on the
clock network (schematic shown in Fig. 7) is analyzed for a
sub-threshold supply voltage of 250 mV, with results provided
in Fig. 9. The variation in insertion delay, FO4 delay, skew,
and minimum clock period is characterized using unoptimized
nominal and optimized sub-Vt buffers, both operating in sub-
threshold. Improvement in the insertion delay, clock skew,
and clock period is observed when sub-Vt buffers are used
as compared to a clock distribution network using buffers
designed for nominal operation. The insertion delay is reduced
to 0.79× when sub-Vt buffers are used (for the typical corner)
as compared and normalized to the insertion delay of nominal
buffers operating at 250 mV. The insertion delay using nominal
and sub-Vt buffers increases to, respectively, 1.72× and 1.34×,
normalized to the insertion delay of a nominal buffer operating
at 250 mV, when the supply voltage is reduced to 225 mV.
In addition, the minimum clock period is reduced to 0.74×
when optimized sub-Vt buffers are used as compared to non-
optimized nominal buffers for a 250 mV supply. The use of
optimized buffers reduces the skew to 0.52× as compared to
the skew with non-optimized buffers. At a supply voltage of
250 mV, the skew of the clock-path with nominal and sub-Vt

buffers is, respectively, 5.6 FO4 and 2.9 FO4.
A minimum clock period of 500 ns is required to meet

the timing constraints of the flip-flops at a 250 mV supply
voltage. The requirements of 1) a minimum permitted clock
period and 2) preventing race conditions, are used to analyze
the maximum allowed variation in power supply voltage. In
addition, power supply variation is analyzed by considering
three different PDN configurations: Case 1) a single power
distribution network that delivers current to the clock buffers,
registers, and combinational logic circuits (baseline), Case 2)
two power domains, where one power network is dedicated to
the combinational logic circuits and the other power network
supplies current to the clock buffers and registers, and Case
3) two power domains, where one power network supplies
current to the combinational logic circuits and clock buffers
and the other power network supplies current to the registers.
The separate PDNs for Case 2 and 3 are either operated at
two different sub-threshold voltages with a minimum voltage
of 250 mV or the circuit blocks within the PDNs are more
robust to noise at 250 mV and, therefore, the voltage is kept the
same for both PDNs, as done for the analysis in this section.

The simulation results are provided in Table. I, where the
maximum tolerable noise is listed for the three different PDN
configurations with both nominal and sub-Vt buffers. The
power overhead of the VR is not considered as analyzing
the effect of power supply noise on the clock network is the
primary objective. Based on simulation results, the use of a
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Figure 9: Variation in (a) insertion delay, and (b) skew,
minimum clock period, and FO4 delay. The clock network
with nominal and sub-Vt buffers is represented as, respectively,

solid and dashed lines.

Table I: Maximum tolerable noise of clock network for three
PDN configurations using nominal and sub-Vt buffers at

250 mV.
Maximum tolerable noise

(per cent of 250 mV)
Case 1 Case 2 Case 3

Nominal buffer 2% 4% 4%
Sub-Vt buffer 7% 8% 10%

single PDN with nominal buffers tolerates up to 2% supply
noise variation, while the use of sub-Vt buffers with a single
PDN increases the noise tolerance to 7%. In addition, when
using nominal buffers, the tolerance to noise increases by up
to 4% when separate PDNs are used for either combinational
logic only (Case 2) or nominal buffers with combinational
logic together (Case 3). The use of sub-Vt buffers with a
separate PDN for combinational logic provides the maximum
noise tolerance of 10%, which indicates a benefit of including
multiple power domains when considering sub-threshold clock
delivery. Therefore, the robustness and performance of the
clock distribution network is improved when buffers optimized
for sub-Vt are used for a supply voltage of 250 mV. In
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addition, for ultra-low voltage circuits, a multi-domain power
distribution network is beneficial to meet the timing constraints
of the circuit when in the presence of supply and process
variation. The proposed technique is also applicable to multi-
core systems, where each core includes dedicated OCVRs.

V. Conclusions
A methodology for clock-power co-design is proposed for

sub-threshold computing. A multi-voltage domain power dis-
tribution network is used to deliver current to the components
of a clock distribution network operating in sub-threshold. The
effect of process and supply voltage variation on the clock net-
work at an operating voltage of 250 mV is analyzed. The use of
optimized sub-Vt buffers results in a reduction in the minimum
clock period, skew, and insertion delay to, respectively, 0.74×,
0.52×, and 0.79× when normalized to a clock network that
includes non-optimized nominal buffers operating at 250 mV.
In addition, the clock network that includes sub-Vt buffers
tolerates up to 8% and 10% supply noise when multi-voltage
domain PDNs are used for, respectively, 1) combinational
logic, and 2) combinational logic and clock buffers.
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